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INTRODUCTION

Mobile phones—including smartphones—are spreading across the world, possibly faster than any other technology.\(^1\) Cell phones also increasingly drive Internet penetration, especially in low-income countries.\(^2\) Global mobile data traffic is expected to multiply by more than 100 between 2009 and 2017. As users connect to mobile networks (and landlines), they generate data about each transaction. One particularly useful piece of data is contained in Call Detail Records (CDRs)—a record that includes among other data, the starting time of the call (or message), its duration, the originating and receiving phone numbers. Most mobile data can be geo-located thought various means.\(^3\) CDRs carry the approximate location of the users based on cell phone towers activated, which sometimes can be made even more precise based on tower triangulation and wifi network connections. Large mobile phone service providers (hereafter telephone companies, or “Telcos”) may handle over 6 billion CDRs a day, a number growing exponentially and unlikely to abate in the foreseeable future.\(^4\) While landlines also produce CDRs, the focus of this white paper is on mobile phone CDRs. Mobile phone subscription outweighs landline subscriptions by 2:1, and is greater than 50:1 in Africa, for example.\(^5\)

EXAMPLE OF SELECTED CALL DETAIL RECORDS DATA

- Unique record identifier
- Pseudonymized phone number of caller
- Pseudonymized phone number of receiver
- Starting date and time, duration
- Caller cell-tower location
- Receiver cell-tower location
- Call type (voice, SMS, etc.)

CDRs are essential for billing, monitoring voice and data usage, and understanding and targeting customers based on their cell phone consumption patterns.\(^6\) They may, for example, be used to target promotional events based on service subscription, or identify areas where investments in services are needed. Increasingly, however, CDRs are also recognized for the insight they provide into human behavior, movements, and social interactions. Proposed applications include mobility analysis to monitor movements ranging from daily commutes to forced displacement, social network analysis generating better understanding of socio-economic ties and interactions, or economic analysis as a proxy of economic activity and poverty levels. Academics and practitioners have called for the release of more data to ever growing numbers of researchers to leverage the technology and show the value that can be extracted from it—announcing, for example, that such data would help stop the spread of epidemics like Ebola.\(^7\) CDRs can also be combined with other data sets, creating promising avenues for research and policy. Yet the benefits of CDR analytics remain largely hypothetical, and their potential remains largely locked and under-explored for privacy, technical, commercial, and ethical reasons.

This white paper examines ways to enhance the responsible sharing and use of CDRs, creating the right environment to explore their real potential for social good. Much of the discussion may apply to other forms of mobile data (e.g. generated through sensors and applications installed on smartphones, or from the use of social media). This paper, however, focuses specifically on CDRs and their analysis as a rapidly growing field of practice that relies on one of the largest, richest, and most dynamic sets of data available.

Sharing CDRs as individual and aggregated records is certainly difficult, for technical but also primarily legal and ‘institutional’ reasons. Telcos and governments are cautious about privacy and security implications of CDR analytics, and about public perception in the post-Snowden era. Telcos may also be concerned about granting access to commercially valuable data, as well as costs associated with data anonymization and access control.
The concept of ‘data philanthropy’ emerged around 2011 as an argument and modality for sharing and accessing proprietary data, including in the context of humanitarian crises. But the assumptions behind the concept—the idea that the data collected by Telcos are “their data”—may be at odds with the notion that CDRs are essentially people’s own data. Ethical considerations to guide CDR analytics are no less challenging. As the proposed use of CDR expands well beyond their original purpose, what are the choices given to the users? Do they understand and agree to what can be done with their data? Do they stand to reasonably benefit from CDR analytics, or are the benefits held by Telcos only? These are just a few of the critical questions that must be answered as CDR analytics quickly expands in response to the growing availability of data and progress in data warehousing, management, and computing, notably advances in algorithmic analysis. These questions must be addressed to avoid CDR analytics becoming an extractive industry subject to elite capture and creating new threats to personal and group privacy and security.

This white paper seeks to contribute to these questions that undermine efforts at generating societal benefits from CDR analytics. It explores the key considerations that must inform and frame current discussions and attempts to craft/sketch the legal, technical, and institutional architecture of CDR analytics as a growing field of practice. Importantly, it approaches the issue with an ethics lens, and considers the legal implications of the proposed ethical principles whilst bearing in mind political considerations. After providing additional contextual elements (Part 1), the paper summarizes current legal frameworks (part 2) before exploring structural socio-political parameters and incentives structuring the sharing of CDRs (part 3), proposing guiding ethical principles (Part 4) and discussing operational options and requirements (part 5).
1 CONTEXTUAL ELEMENTS

1.1 THREE TYPES OF ANALYTICS

The analysis of CDRs has drawn significant attention in the past few years as part of a broader interest in extracting social value from the analysis of “traces of human actions picked up by digital devices” — or Big Data’s applications and implications for society and development. Initial applications have ranged from health, crime, finance, and banking, to marketing and advertising. As discussed further below, major Telcos themselves have contributed to the phenomenon since at least 2012, when Orange, a French multinational telecommunications corporation operating mainly in Europe and Africa, along with several partners, organized the first ‘Data for Development Challenge’ (D4D). Other groups and organizations in academia and the non-profit sector, notably Flowminder, which pioneered the analysis of CDR analytics in Haiti after the 2010 earthquake, have also generated a large body of literature and evidence on the potential of CDR analytics to yield unique behavioral ‘insights’ on human ecosystems.

The fast growing space of ‘CDR analytics for social good’ takes advantage of how mobile carriers see the world. With CDRs, it has become possible to ‘follow’ and map the movements, actions, and interactions of an individual—or, rather, of a phone or SIM card—to look for patterns and trends in the data, especially in conjunction with other datasets, and attempt to model, understand, and affect human ecosystems.

A simple way to think about how CDR analytics can be leveraged for development and programming purposes is to distinguish three main types—using a taxonomy proposed for Big Data more generally:

1. One is a descriptive function—via maps, descriptive statistics etc.—this may include, for example, the visualization of migration roads and movement patterns or the spread of epidemics;

2. Another is a predictive function, probabilistic by definition, in two senses of the term:
   a. The first sense refers to predicting as inferring, or ‘proxying’, where CDR-based variables are used instead of another variable. One example is the use of CDRs as a proxy for measures of socio-economic levels;
   b. The second sense is ‘forecasting’ where the goal is to assess the likelihood of some event(s) in a near or distant future. His may include for example applications related to early warning systems, which look at patterns associated with past events, such as an epidemic, to estimate the likelihood of a new event such as a new epidemic. Another example is to build on past forced population movement to forecast future displacement routes in case of a new crisis.

3. The third and least developed to date, is a prescriptive function, in which the predictive function of CDR is enhanced to examine the possible consequences of different choices of action, resulting in recommendations on the best course of action. The prescriptive function can be associated with ‘future analysis’ building on simulation, game theory and decision-analysis methods. In practice, this may lead, for example, to examining multiple likely patterns of forced displacement under various conditions to assist policy choices.

These types of CDR analytics have been used to study the spread of infectious diseases, internal migration and mobility, spatial dynamics in urban slums, reciprocal giving in the aftermath of a natural disaster, poverty, socioeconomic levels, and transportation. Other areas of applicability have also been studied and discussed—including conflict and crime.

While often lauded as revolutionary, Big Data efforts have had mixed success. Google Flu Trends (relying on Google search, not CDRs) is a well-known example of an application initially presented as holding the potential to make public health systems irrelevant, before it turned out to greatly overestimate actual flu cases for complex reasons that have now been analyzed in depth. The story of Google Flu Trends and other such initiatives show the importance for models and research to evolve and adapt, which in turn requires the ability to test and experiment using both historical and current data.

CDRs released to date, however, represent only a tiny fraction of those that exist and many more opportunities exist to use CDRs in a responsible way. This paper seeks to contribute to the discussion on how to make this possible.

1.2 THE EMERGENCE OF A FIELD OF PRACTICE

The idea for this paper came out of the 2012-13 D4D ‘Ivory Coast’ Challenge. For that challenge, researchers were given controlled access to four datasets derived from anonymized CDRs of phone calls and SMS messages between 5 million Orange customers in Côte d’Ivoire from December 1, 2011 to April 28, 2012. This was followed by a second challenge in 2014-15. The first challenge was covered extensively in
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The four datasets included aggregate data about antenna-to-antenna traffic on an hourly basis, fine resolution movement information about 50,000 phone numbers over a two-week period, coarse resolution movement information about 500,000 phone numbers for the entire period, and communication subgraphs for 5,000 customers.

Several measures were taken to guarantee the anonymity of the data and control access to it. A three-tier anonymization process was designed based on feedback from French and British academic “Friendly Test teams” who tried to crack the data. This included:

a) the generation of random caller IDs for each dataset;
b) slight blurring (by 5%) of all 1,200 antenna positions and
c) the selected exclusion of off-network communications, first calls, and data from ‘extreme’ users who may be too easy to identify.

Access was controlled through:
(i) requirement of a project submission to the D4D Challenge signed by a representative of a research institution;
(ii) commitment to follow Terms & Conditions controlling the use of data and the publication of results.

2012-13 ‘IVORY COAST’ D4D: DATASETS MADE AVAILABLE UNDER CONTROLLED ACCESS

Organizers were overwhelmed by the response. As such, the D4D revealed and spurred huge interest in the emerging field of CDR analytics. A total of 250 teams submitted proposals and received the data, of which 83 submitted papers. It culminated at the Third NetMob Conference with a 1-day event at MIT in May 2013. The challenge generated papers on a wide range of submissions addressing questions about migration, poverty, public health, urban development and transportation, crisis response, demographic and economic statistics, and more. Four winners were identified, and 30 teams were granted permission to keep the data for further collaborative work. The success of the first edition led Orange to organize a second challenge in 2014-15, focusing on Senegal.

Other data challenges organized by Telcos merit mention. One is Telefónica’s ‘Datathon for Social Good’ co-organized with the Open Data Institute and MIT in September 2013 in London as part of the Campus Party Europe; another is Telecom Italia’s Big Data Challenge. Telefónica also worked with the Government of Mexico, the World Food Program and United Nations Global Pulse on understanding the value of cell tower activity to detect flooding in Mexico. Telefónica has also undertaken several research projects and initiatives ‘in-house’—i.e. without the data being released; for example, its researchers used aggregated anonymized CDRs to analyze which of three public policy interventions was most effective at curbing population movement in Mexico City during the H1N1 epidemic; in another 2011 paper using 2010 data from a “main city in Latin America” (Mexico City), the research team used CDRs in conjunction with survey data on socio-economic levels (SELS) to build a predictive model to ‘assign’ SELs to various areas on the basis of their digital signatures in CDRs—with a predictive power of 80%. The rationale for building such models is to either help estimate changes in SELs over time, or apply them to other locations.

Another attempt was that of The World Bank in Egypt. In 2012, the World Bank partnered with Vodafone and IBM Research after the ‘Cairo Transport App Challenge’ to analyze Cairo’s traffic congestion. Under the initial terms of the agreement, Vodafone was to release historical anonymized CDRs, while the Dublin-based IBM research team would use its AllAboard solution (developed for the D4D Challenge mentioned above) to conduct the analysis. The project was put to a halt and eventually died after the
National Telecom Regulatory Authority made requests that the partners were unable or unwilling to meet—including the conditions that CDRs stayed on the Egyptian territory and that only Egyptian researchers should have access to them. IBM Research did not wish to install its AllAboard solution on Egyptian servers and their key research employees were indeed foreign nationals. Since then, in 2014, the World Bank Group organized an internal Big Data Innovation Challenge that resulted in far more submissions than expected, with many focusing on CDRs.

In addition to pointing to the opportunities of CDR analytics, these examples also give a sense of the shortcomings of the current state of the field, explored further in the next section.

### 1.3 LIMITATIONS AND GAPS

The promise of CDR analytics to advance our collective understanding of human dynamics is hard to deny. But many uncertainties and challenges remain that too often tend to be obscured and sidelined by at times narrow and short-sighted views. The projects and challenges discussed so far were unique in that they were made possible by the release of CDRs. Access to these data, however, remains a key limitation for researchers. There is therefore a need to provide a framework guiding the responsible sharing and use of CDRs. Part of what this framework looks like must be informed by previous efforts at using CDRs. And for all its success, the first D4D challenge and several subsequent challenges also raised controversies and concerns.

1. First, there were no submissions from an Ivorian team—this issue of ownership of analytics capacities is increasingly recognized and requires investments in human capital, new technology, infrastructure, geospatial data and management systems to bridge the Big Data digital divide.  
2. Second, none of the results has yet led to any concrete implementation in Côte d’Ivoire to benefit the people whose data were used. This highlights the difficulty and importance of linking data and analysis to action, and the persisting ‘response gap’—so that what is lacking often is not data but the willingness and ability to implement data-driven solutions.  
3. Third, relatedly and critically for our purpose, the project also raised questions about issues of justice and ethics beyond aspects of consent and privacy.

The second D4D ‘Senegal’ Challenge was designed to partially address these criticisms—notably through greater involvement and engagement of Senegalese authorities and of a prize for the best ‘ethical’ project—although entries remained overwhelmingly from U.S. and European teams.

Many challenges remain, however, and in general, the practice and use of CDR analytics has been and remains characterized and hampered by biases and gaps—notably a focus on ‘getting data and papers out’, technical obstacles, institutional fragmentation and the absence of a clear ethical and regulatory framework.

A first basic technical challenge—that is not central to our investigation but is nonetheless related—is differential ownership of cell phones. The most important word in the phrase ‘near ubiquitous’ may well be ‘near’, and we must remain aware of the fact that penetration rates close or above 100% do not ensure representativeness. One issue is that as mobile data usage increases, traditional mobile cell phone usage may decrease, so that CDRs will no longer be as representative or relevant as other forms of mobile data. Furthermore, CDRs and subsequent analytics reflect the market share of the company whose CDRs are being analyzed, unless information from different operators can be obtained. A few papers have attempted to estimate and correct for sample bias in CDRs; for example, a paper relying on Kenyan data used ‘ground truth’ survey data to estimate the impact of differential cell phone ownership on the predictive power of CDR-inferred models of human mobility, finding the CDRs-based models to be surprisingly robust.  

Other researchers are currently building on previous work on email and IP data to develop sample bias correction methods. But more research is needed to build solid sample bias correction methods to ensure that CDR analytics does not amplify basic inequities. Furthermore, a more systematic way to document and assess the quality of data (metadata) must be develop as well as standards and methods of data audits so that the validity and accuracy of CDR analytics can be documented. Differential ownership of analytics capacities is another major factor that may contribute to creating and widening a new digital divide between and within countries—as noted above, bridging this digital divide will require investments in human capital, new technology, infrastructure, geospatial data and management systems.

A second set of challenges relates to individual and group privacy and security. These issues have become especially salient since Edward Snowden’s revelations on the use of CDRs as part of the US National Security Agency (NSA) surveillance program. Most of the literature is based on carefully ‘anonymized’ and often aggregated data. But that may not necessarily suffice to alleviate privacy and security concerns. The possibility of de-anonymization and re-identification of previously anonymized or aggregated datasets has been known for years (when multiple datasets are combined, one of which contains an ID).

The predictability and uniqueness of individual human behavior is what makes CDRs valuable, but also what creates risks of ‘re-identification’. For instance, a paper attempting to derive the ‘maximum predictability’ in human
movement confirmed that human mobility was indeed highly predictable, such that “in a dataset where the location of an individual is specified hourly, and with a spatial resolution equal to that given by the carrier’s antennas, four spatio-temporal points are enough to uniquely identify 95% of the individuals”. Another recent paper using credit-card data showed that coarsening the data—deleting transaction features in the dataset such as purchase amount and location—only required additional data points to re-identify people out of aggregated datasets, meaning that “even coarse datasets provide little anonymity”. Furthermore, individuals’ belonging to specific social groups—in terms of their gender, ethnicity, sexual orientation, etc.—tend to show in Big Data including CDRs, and may be used for targeting purposes—whether or not the individual’s identities are known—which have raised concerns over ‘group privacy’. In other words, ‘anonymizing’ datasets is in effect an uncertain endeavor; we may protect data and scrap off identifiers but that does not guarantee the privacy or even safety of individuals.

This realization has come with, if not spurred, ‘privacy-preserving’ innovation. For instance, researchers have developed a methodology that injects ‘noise’ in CDRs to make re-identification more difficult, although, as mentioned above, this only means it requires a few more data points to single out individuals. Another example is the development, by MIT Media Lab researchers, of OpenPDS and SafeAnswers, respectively “a field-tested, personal metadata management framework which allows individuals to collect, store, and give fine-grained access to their metadata to third parties” and “a new and practical way of protecting the privacy of metadata at an individual level”.

But the fact remains that there is and will remain for the foreseeable future potential risks associated with CDR analytics, or more precisely a trade-off between utility derived from granularity and security. Even aggregated data may pose a risk as groups can still be identified based on locations—especially where spatial distribution is associated with ethnic or socio-economic characteristics.

Another set of challenges is legal and institutional. Right now, there is simply no coherent and comprehensive set of regulations or guidelines that govern the field of CDR analytics. Responses to growing demands for CDRs from researchers have typically been ad hoc, granted by Telcos on the basis on personal connections and other arrangements—or for data challenges at their will. Although the concept of ‘data philanthropy’ has received some traction and may be tactically fruitful, it assumes that CDRs and their rights effectively belong to Telcos—which is disputable. Current practice and legal and policy arrangements across the globe are not suited to the opportunities and risks ahead—and require serious rethinking and reframing.
Last, and fundamentally, we argue that this is the case because of ill-suited legal frameworks, poorly recognized political parameters and above all a lack of clearly defined ethical principles in which to ground these discussions. For instance, most discussions contrast “opportunities” with “challenges” (or “risks”), or the “promise” of CDR analytics with its “perils”—with little explicit recognition of the roles and rights of different actors, of their competing priorities, and the importance of context. Similarly, everybody agrees that CDR analytics must be ‘responsible’ or ‘ethical’—but it is largely unclear what ethical framework ought to be used to inform action. In addition, calls for new ethical standards and norms appear to be made without considering the lessons from decades of research. This suggests the need to address emerging opportunities and concerns in the field of CDR analytics by identifying political parameters and ethical principles that will help formalize and expand it along clear pragmatic and paradigmatic lines.

“DATA PHILANTHROPY”: BENEFITS AND LIMITS

“Data philanthropy” refers to the concept and practice of sharing data held by private corporations for purposes of analysis intended to have positive social impact. Although typically framed as a modern form of corporate social responsibility or charity, it has also been described as being “good for business” - by benefitting consumers and economies. 37

A problem with data philanthropy is that it may reinforce the commonly-held assumption that the data recorded by private corporations effectively belong to them—that holding means owning, and that they may be altruistic or self-interested enough or both to ‘give back’ some of them. The issue is that there is a much stronger argument to be made that these data do not belong to private corporations, but rather to their individual emitters; the success of the term may make it hard to bring the argument home in the public domain.

Data philanthropy may also be a pragmatic approach conveying the idea of data being a public good. But there is a risk that what even its proponents describe as a temporary tactical pragmatic move may turn be misconstrued as into a paradigmatic shift where holdership implies ownership, and that we too swiftly forget in the process the characteristics of public good —and the fact that knowledge, not data, is a public good.
2 LEGAL FRAMEWORKS

The use of CDRs must be grounded in respect for the applicable laws regarding data processing and privacy protection. At the same time, existing rules (whether international or domestic) appear increasingly ill-suited to the current fast technological advances and provide paltry privacy protection to users. The potential uses of CDRs, going beyond mere commercial profit or governmental spying and reaching into the realms of disaster relief, development, and health, must be made better known in order to inform the public debate on data privacy. Law and technology must evolve in a dynamic relationship to one another, guided by policy goals and ethical considerations.

A quick overview of the key legal environments for CDR collection and processing will give us a clearer picture of the rules currently binding Telcos, while evincing the need for publicly debated legal reform. We focus on international law as well as U.S. and EU data privacy protections, as those bodies of law have played the greatest part in shaping the behavior of communications companies with regards to user data. It must be noted that this focus alone reveals how much work is still required to build a basic legal framework for CDR analysis: indeed, the U.N. has recently pointed out the existence of a large gap in the adoption of “cyberlegislation” across the world. While privacy and data protection laws are generally strong in developed countries, the United Nations Conference on Trade and Development underlines that it remains “inadequate” in other parts of the world.

2.1 INTERNATIONAL LAW ON PRIVACY

Although international law is short on privacy, it is not silent altogether. Several international instruments affirm and protect the right to a private life, in addition to the fact that the practice of many states is to recognize a constitutional right to privacy. These elements form a workable basis that should be built upon to create a stronger, clearer international base norm to inform CDR use.

Privacy is guaranteed by Article 8 of the European Convention on Human Rights (ECHR), which cites “the right to respect of (...) private and family life,” and says this cannot be curtailed except in a manner consistent with the law and necessary for a finite number of legitimate social objectives. This is enforceable before the European Court of Human Rights, which has consistently held that the interception of the content of telephone, fax, and email communications falls within the purview of Article 8. Challenges currently pending before it could have the result of further strengthening the right to privacy among signatories. Of course, the Convention and the interpretation of its provisions by the Strasbourg court are binding only for those signatories. The Universal Declaration of Human Rights of 1948 (UDHR) protects the right to privacy in its Article 12, citing “family, home, and correspondence,” and prohibiting arbitrary interference with such privacy. Lastly, the International Covenant on Civil and Political Rights of 1966 (ICCPR) includes the right to privacy in its Article 17, here too citing “family, home, and correspondence” and using much the same language as the UDHR, prohibiting unlawful or arbitrary interference with this right. But these provisions remain very general; the UDHR is not directly binding and the ICCPR is difficult to enforce.

2.2 U.S. LAW ON PRIVACY

The U.S.’ first and broadest privacy protection lies in the Fourth Amendment, which prohibits unreasonable searches and seizures. However, courts have interpreted the Fourth Amendment in a way that excludes CDRs from its scope. A key line of Supreme Court cases has held that an individual has no reasonable expectation of privacy in information he or she has disclosed to third parties. In the case of telephone communications, this includes CDRs: in Smith v. Maryland, the Supreme Court held that dialing a telephone number to make a call eliminated any reasonable expectation of privacy in the number dialed, since it had to be conveyed to the telephone company.

Other privacy protections are scattered across several statutes. The first is Title III of the Omnibus Crime Control and Safe Streets Act, adopted by Congress in 1968 and also known as the Federal Wiretap Act. It was adopted in the wake of a series of cases examining the constitutionality of wiretaps. It marked the first clear recognition by American lawmakers that technological developments were enabling the interception of communications, and that this ability should be limited by law. The willful interception of wire or oral communications was prohibited, except with a warrant issued by a judge upon showing of probable cause by law enforcement authorities; each interception order must be specific and limited in time. However, courts have agreed that “pen register” information, which we now call CDR, is not covered by the Federal Wiretap Act.

In 1986, Congress adopted the Electronic Communications Privacy Act (ECPA), creating a private right of action against anyone who “intentionally intercepts, endeavors to intercept, or procures any other person to intercept or endeavor to intercept any wire, oral, or electronic communication.” However, in order to make a showing under Title I of ECPA that a conversation was illegally intercepted, a plaintiff must prove five elements: that the defendant (1) intentionally (2) intercepted, endeavored to intercept, or procured someone to intercept or endeavor to intercept (3) the contents of (4) an electronic communication (5) using a device. This showing
is subject to statutory exceptions; the most important among which may be consent. Subsequent jurisprudence held that such consent could be explicit or implied. In addition, under ECPA, placing a pen register to collect call details records does not require a search warrant but only a court order. To obtain it, officials need only certify that the information likely to be obtained is “relevant to an ongoing criminal investigation.”

After 2001, user privacy was further curtailed in the name of the fight against terrorism. The PATRIOT Act amended ECPA as well as the legal framework for foreign intelligence surveillance. It expanded the definition of a pen register to include the collection of IP addresses and email metadata. It also loosened the restraints on data collection relating to foreign intelligence, a tendency confirmed by further amendments in 2008 and laid bare by Edward Snowden’s revelations on the dragnet surveillance conducted by the NSA. In June 2015, the USA FREEDOM Act was adopted. The bill imposes some new restrictions on the bulk collection of U.S. citizens’ telephone records, one of the practices revealed by Edward Snowden. However, the government retains strong surveillance powers: the bill does not limit the collection of foreign intelligence; it also extends three PATRIOT Act provisions that had just expired.

2.3 E.U. LAW ON PRIVACY

By contrast to the U.S.’ piecemeal approach to data privacy, the E.U. has adopted legislation that provides blanket protection cutting across all sectors of public and business life—perhaps as a result of its view of privacy as dignity. Despite this, its privacy protections come with important loopholes.

The first relevant document is not an E.U. act, but rather the 1981 Council of Europe Convention on the Protection of Individuals With Regard to Automatic Processing of Personal Data, ratified by 45 countries. It is broad not only geographically, but also substantively: it covers all types of data processing, be it by government or business actors. It lays down general principles rather than specific requirements. In particular, Articles 5 and 7 stipulate that any data processed should be done so lawfully and reasonably, and should also be accurate, stored for specific and legitimate purposes, and secured against accidental or unauthorized destruction. Article 6 rules out special categories of sensitive data (racial, religious, and such) that cannot be processed without further safeguards.

But it is in the 1990s that privacy legislation truly began to develop. The Data Protection Directive was adopted in 1995. This text, too, benefits from a broad definition of “personal data” as any information relating to a natural person, whether that person be identified in the data or identifiable from it. It also adopted a broad definition of “data processing” that covers collection, storage, retrieval, blocking, altering, and more. The main principle laid down by the text is that personal data should not be processed at all, except when certain conditions are met: for example, if the subject has given “unambiguous” consent; if the processing is necessary to the performance of a contract; if it is necessary for compliance with a legal obligation; if it is necessary to protect the vital interests of the subject… Data can only be processed for the purposes specified. Sensitive data (religious, racial, political, sexual, and health-related) benefits from additional protection. Furthermore, the data subject must be informed of the processing and has a right to access the data and, in some cases, to rectify or erase it. There is, however, one crucial caveat. Article 3 of the E.U. Directive explicitly excludes law enforcement and security-related data processing from the scope of the act.

The 2006 Data Retention Directive later fleshed out specific rules applying to data retention for law enforcement and other security purposes. Adopted in the wake of terrorist attacks in London and Madrid, it clearly leaned further than previous texts in the direction of security over privacy. In fact, where law enforcement and security concerns are at play, it adopted the reverse principle to the 1995 directive: it created an obligation to retain user data. The directive required states to ensure that service providers retained certain categories of data for purposes of investigation, detection, and prosecution of serious crime. This did not include the content of conversations, but rather CDRs including the dates, times, and duration of communications, as well as user IDs and telephone numbers. The directive limited the people who could access the stored data (article 4). The period of retention was to last at least six months and at most two years (article 6). The Data Retention Directive provoked a backlash from constitutional courts and the European Court of Justice (ECJ): in April 2014, the ECJ ruled that the directive was invalid and void ab initio for being incompatible with the right to private life.

2.4 REFORMING THE LEGAL FRAMEWORK FOR DATA COLLECTION AND PROCESSING

The Snowden revelations sparked a flurry of judicial activity and a jumble of reform proposals, of which the USA FREEDOM Act is the latest illustration. In April 2015, Amnesty International and other human rights groups brought a claim against the government of the United Kingdom for indiscriminate surveillance practices. Lastly, the EU Parliament is working on a new Data Protection package including one directive and one regulation. However, lawmakers have yet to agree on the new rules; the package has been held up in Parliament for more than three years, perhaps a reflection of the many conflicting commercial, political, and
ethical interests at play.\textsuperscript{59}

This only underscores the need for a more transparent public debate over the ownership and use of data, over the balance between privacy and security, and between socially beneficial uses of data and individual and group privacy rights over those data. Existing laws were adopted at a time when the current mass collection and potential uses of data were unimaginable.

In order to avoid built-in obsolescence, stakeholders should heed the lessons of past attempts at legislating on data: instead of focusing on specific technologies and their existing uses, rules and regulations should take root in broad, strong principles regarding users’ rights and protections and clear guidelines on the ethical and security considerations to shape any processing of their information. This must be done, however, on the basis of a sound understanding of the political parameters and incentives that have and will come into play when designing systems.
3 POLITICAL PARAMETERS

3.1 FIVE SETS OF CONSIDERATIONS

To understand the politics of CDR analytics, including collection and sharing, it is useful to consider three extreme positions determined by data collection and data sharing arrangements. These corner solutions delineate a space of possible scenarios and their underlying political forces.

1. A first position where no data is collected and therefore no data is shared or analyzed—this is a case that reflects an exclusive concern for individuals’ data ownership and rights to privacy, confidentiality and security. For this reason, it is defined here as the ‘extreme individual privacy case’, which can be loosely associated with individual actors.

2. A second position where all data are collected at all time, but no data is shared—the data are not public and rather remain in the hands of a limited number of actors who use them for commercial purposes, and refrain from sharing them because it could provide valuable information to competitors. Because this case appears to be primarily about commercial considerations, it is defined here as the extreme business interests case. This may arguably reflect corporate actors. However, similar views may be held, for example, by government when considering intelligence data gathering.

3. A third position where all data are collected and made public at all times, reflecting the idea that social ‘public good’ value can be yielded (obtained?) by opening and analyzing Big Data, including CDRs. Because this position is primarily about social ‘public good’ value—such as averting the next cholera outbreak or cutting transportation time—it is defined here as the extreme social good case. Arguably this may reflect government actors.

None of the three positions described above are realistic, nor are they desirable: critically, these are ideal-typical (or stereotypical) categories meant to facilitate the exposition of kinds, and not actor-specific concerns. All stakeholders, including users, corporations and governments have an interest in finding a right balance between how much is collected, how much is shared, and in what way—in terms of temporal and geographical aggregation, time lag etc. For example, individuals will likely agree to some amount of data being collected about them if it helps improve their experience or increase specific benefits. Users may perceive the value of having some of their personal data collected, shared, and analyzed—even as they may insist on strong anonymization, aggregation, or ‘expiration dates’—if doing so can help save a life. At the same time it is clear that widespread data collection and data sharing is not supported under privacy, confidentiality and security considerations.

Corporations on the other hand may have an interest in ensuring that some of the data they collect and hold is made public if it can be used for the benefit of their users. They also aim to contribute to the development of the economies where they operate, for both commercial and societal considerations. However, having all data shared is not an acceptable position either given the commercial value and financial and technical barriers this would raise. Likewise, having all data collected and shared at all time is unlikely to be desirable in any circumstances.

These three positions delineate a bounded “data collection and sharing” triangle within which the right balance can be achieved. It helps assess and discuss the pros and cons of each coordinate in the triangle, all else equal, in a structured and systematic way. It further allows greater depth and complexity than when relying on straight axis ranging from ‘promises’ to ‘perils’, or by considering individual considerations as a mandatory but essentially secondary part in the dialogue between commercial and societal considerations.

Where and what the right balance is remains to be determined and will be influenced by two additional factors: 1. The features and characteristics of the data being shared, including the risk of re-identification, level of aggregation, and perception of sensitivity. For example, how much data can be collected and shared may depend on whether the data is seen as sensitive, touching on perceptions or feelings, as opposed to economic data such as consumption patterns; 2. Contextual characteristics, which are further discussed in the next section.
3.2 THE IMPORTANCE OF CONTEXTUAL FACTORS

The ‘right’ balance is influenced by contextual factors that are identified here as systematic and idiosyncratic.

- **Systematic factors** refer to the main prevailing features of the human ecosystems considered. For instance, there are inherent risks of security breaches through the entire ‘data chain’—from acquisition, storage, sharing of data, analysis, and sharing of results. But the problem will be especially salient where and when the operating environment of a company is weak at restricting access or use of CDRs, or where mobile phone companies are faced with oppressive regimes who may seek to gain access to sensitive data. So it may be that the appropriate balance in a given country would be especially salient where and when the operating environment of a company is weak at restricting access or use of CDRs, or where mobile phone companies are faced with oppressive regimes who may seek to gain access to sensitive data. So it may be that the appropriate balance in a given country would be ill advised in another, or that the ‘right balance’ in a given country may change over time with political and technical progress. The ‘social value’ argument and thus the case for opening up CDRs for analysis will be stronger where and as researchers and policymakers are better at using and relying on CDR analytics such that significant additional societal value is created and can be shared—in the form of greater political stability or higher economic growth. Also, how ‘commercial’ considerations play out and affect the choice of the ‘right’ balance for a given Telco—which are all faced with these questions—depends on the decision of others: if all participate, then the strength of the argument of a loss of comparative competitive advantage is lessened. The point is that although inconsistency of the legal or regulatory environment guiding opening and use of CDRs across countries can be problematic, it seems implausible and undesirable to settle on global standards and norms.

- **Idiosyncratic factors**—i.e. fast changes in prevailing circumstances—matter. Just as much as the sensitivity of a malfunction detection system designed for an alarm clock needs to be enhanced if repurposed to monitor a nuclear plant, the right balance between the three sets of considerations, holding systemic parameters fixed, ought to change if prevailing conditions change dramatically—for instance in the case of an acute public health crisis. This does not mean that individual considerations—by which we mean privacy—are no longer relevant, but their weight must be reassessed against the expected benefits or opportunity costs of opening up the CDRs vs. keeping them locked—in ways that may not be straightforward. The Ebola crisis offers an interesting case to discuss these points and tensions concretely. Several commentators argued that the crisis made opening up CDRs a near moral imperative, and blamed poor coordination for the absence of effective action in that respect. At the same time, and to play devil’s advocate, one could also argue that these countries’ political, economic and historical characteristics raise significant concerns as to the potential misuse of CDR analytics, especially in such volatile times and in their aftermath; it also largely remains to be seen if and how CDR analytics could effectively be used to improve response on the ground.

What we have established so far is that discussions about CDR analytics would benefit from being framed by the aforementioned political parameters, which can be distilled as follows:

1. There exist three distinct sets of legitimate considerations that all agents face to varying degrees in different places and at different times;

2. The appropriate balance depends on the type of data and
their characteristics, including level of aggregation;

3. The appropriate balance depends on slow changing characteristics (systemic factors) but can and probably should be altered by sudden crisis or events (idiosyncratic factors);

The discussion above further suggests that the position, modalities and movement of the ‘right balance’ depend critically on ethical principles that need to be spelled out. This is the focus of the next section.
4 ETHICAL PRINCIPLES

4.1 FRAMEWORK

The discussion of ethical principles, dilemmas and risks in collecting and sharing CDRs must build on several decades of progress in understanding and defining principles for ethical research. Similar ethical principles historically have historically been developed with primarily in the biomedical and behavioral sciences in mind. The practice of Big Data analytics, and specifically the use of CDRs, closely resembles research cycles and processes, and the insights sought are relevant to behavioral science. While arguably corporations are not research institutions, lessons can be learned and modeled from these more developed ethical frameworks and applied to these new emerging fields. This white paper proposes that existing ethical principles provide a valuable and possibly sufficient framework to guide the emerging field of CDR analytics. The research ethics frame is the most appropriate to highlight the most consequential and problematic issues as well as opportunities raised by CDR analytics broadly considered.

There are a number of landmark guides for ethical research principles as laid out in the Nuremberg Code, Declaration of Helsinki, and Belmont Report. A more recent initiative by the US Department of Homeland Security, Science and Technology, Cyber Security Division revised and adapted established ethical principles in the context of the ICT and data revolutions. The result was published as The Menlo Report: Ethical Principles Guiding Information and Communication Technology Research.” This effort is the most closely relevant to the concerns raised by CDR analytics and is used here as primary ethical framework. The Menlo report, first published in December 2011 and amended in 2012, identified four key ethical principles for computer and information security research, reflecting existing principles:

1. Beneficence;
2. Respect for Persons;
3. Justice;
4. Respect for Law and Public Interest.

The following table describes these four key ethical principles, which we then unpack and comment in the case of CDR analytics.

THE MENLO REPORT ETHICAL PRINCIPLES GUIDING ICT RESEARCH

<table>
<thead>
<tr>
<th>1</th>
<th>BENEFICENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Do not harm;</td>
<td></td>
</tr>
<tr>
<td>• Maximize probable benefits and minimize probable harms;</td>
<td></td>
</tr>
<tr>
<td>• Systematically assess both risk of harm and benefit.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2</th>
<th>RESPECT FOR PERSONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Participation as a research subject is voluntary, and follows from informed consent;</td>
<td></td>
</tr>
<tr>
<td>• Treat individuals as autonomous agents and respect their right to determine their own best interests;</td>
<td></td>
</tr>
<tr>
<td>• Respect individuals who are not targets of research yet are impacted;</td>
<td></td>
</tr>
<tr>
<td>• Individuals with diminished autonomy, who are incapable of deciding for themselves, are entitled to protection.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3</th>
<th>JUSTICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Each person deserves equal consideration in how to be treated, and the benefits of research should be fairly distributed according to individual need, effort, societal contribution, and merit;</td>
<td></td>
</tr>
<tr>
<td>• Selection of subjects should be fair, and burdens should be allocated equitably across impacted subjects.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4</th>
<th>RESPECT FOR LAW &amp; PUBLIC INTEREST</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Engage in legal due diligence;</td>
<td></td>
</tr>
<tr>
<td>• Be transparent in methods and results;</td>
<td></td>
</tr>
<tr>
<td>• Be accountable for actions.</td>
<td></td>
</tr>
</tbody>
</table>
4.2 UNPACKING ETHICAL PRINCIPLES FOR CDR ANALYTICS

1. BENEFICENCE: UNDERSTANDING RISKS AND BENEFITS

The principle of beneficence refers to “a moral obligation to act for the others’ benefit, helping them to further their important and legitimate interests, often by preventing or removing possible harms.” Under this principle, researchers must maximize the probability and magnitude of benefits to individual research subjects as well as to society. The recognized benefits are what transform CDRs into valuable assets whose potential should be unlocked.

However, what constitutes a benefit or a risk is not always straightforward or consensual—and, as discussed above, depends to a large degree on the actors considered. CDRs are largely stored and handled by private companies, which are the ones investing in transmission and storage infrastructures. Commercial considerations must therefore be taken into account in framing the risks and benefits of using and sharing CDRs.

The potential benefits and harm of any project making use of CDRs certainly depend on that specific project’s objectives. Furthermore, unlocking the benefits of CDRs will require experimentation and practice that may not have direct value or benefits besides learning—akin to fundamental science which ultimately leads to broader benefits.

2. RESPECT FOR PERSONS

The issue of consent is gaining attention and is central to the privacy concerns relating to the use and sharing of CDRs. Specifically, users of mobile phone handsets rarely grant formal permission for their personal data to be used and shared. If they do so, it is often with little to no choice, since not consenting would greatly or fully limit restrict their access to the technology and associated services. Furthermore, the choice given to consumers is typically to either dissent or fully consent, regardless of what use may be made of the data several years later, or by a third party should it be accessed by them. There is little to no way for consumers to exclude specific usage of their data that they do not want, raising major questions around the secondary use of data.

The issue of consent is not purely “informational”—i.e. does a user agree or not with proposed uses of data about themselves. Ultimately it is about potential risks and enabling users to make decisions for themselves. Granting usage of their data may expose individuals to various harms and risks, especially as increased data sharing increases the risk of confidentiality breaches or misuse of the data. The use of their data may also go against their cultural or religious values. Much of the discussion has been focused on “opt-in / opt-out” which requires the user to either actively consent to terms of use that include data sharing, or to actively dissent, the default setting being that of consent. More advanced models being discussed include a more flexible process where permissions can be granted in a variety of ways and depends upon the context of use—either through explicit consent or implicitly through compatible action.

For secondary use, it is generally agreed that uses that are consistent with the original context can carry the permission granted in that context, but that new uses should require new consent. Broad (unlimited) consent remains widely use despite strong opposition on moral, ethical, and legal grounds. An even more advanced model proposes that individuals would permanently “carry” a set of permissions that they grant to algorithms seeking to use their data—no matter what data, enabling them to modify access and permissions at any time.

3. JUSTICE: BIAS AND INEQUALITIES

The principle of justice highlights issues of fairness and equal distribution of risks and benefits. Arguably one of its key aspects is that everyone must have an opportunity to contribute and benefit (e.g. from CDR analytics) even when unequal access to technology exists. Yet, whose data is considered in CDR analytics is inherently affected by unequal access to and use of mobile phones, creating inherent biases and violating the principle of justice.

This creates yet another tension in CDR analytics: it is especially relevant in otherwise data-poor environments, but it is precisely in these environments that access to technology is most unequal, which implies that CDRs are non-representative data. The underlying challenge is that CDRs will typically reflect structural inequalities in any given country: owning a cell phone is strongly correlated with socio-economic status, and even in countries with high mobile phone penetration, CDRs may be analyzed along criteria that would single out more affluent individuals or areas. These biases hinders the external validity of findings based on CDRs and may potentially reinforce structural inequalities (if, for instance, programs are based on data from areas with high cell phone usage).

Biases may be unproblematic as long as they are well understood and corrected for. Besides Buckee et al. (2013), correction methodologies for biases in e-mail data have already been proposed, although validation is difficult for lack of reliable ‘ground-truthing’ data. Similar efforts exist to this day with regards to CDRs. Furthermore, it is likely that as cell phone penetration and patterns of use change, there will be a need to constantly adapt methods and algorithms.
developed to correct biases. This is clearly a challenge and a priority for future research.

Beside the issue of bias in the data, the analysis of CDRs may also lead to unequal targeting of individuals or groups based on their ethnicity, gender, religion, and sexual orientation. The notion of group privacy recoups the rights to groups and their members not to be identified and targeted as such; this concept is likely to gain traction as it is intrinsically related to discrimination, targeting, etc. It is indeed possible to predict group-level characteristics—for instance, distinguishing a 40-year old gay male from a 20 year old heterosexual female using various big data streams—using credit card transactions, social media data, etc., and in all likelihood CDR may also reflect similar characteristics. In such a case, having anonymized, even aggregated, data, may be insufficient to avoid discriminations and negative targeting. These concerns however may be at odds with the increased popularity of the concepts of “hyper-personalization” of marketing, under which individual characteristics are defined so well that they enable corporations to offer highly customized offers and services.

4. RESPECT FOR LAW AND PUBLIC INTEREST

The fourth and last principle framing our discussion highlights the need to engage in legal due diligence; be transparent in methods and results; and be accountable for actions. However, inconsistency of the legal or regulatory environment guiding the opening and use of CDRs across countries is problematic where legal protections are insufficient to protect the individual, and where cross-border accountability is difficult to enforce (e.g. if an individual is put at risk because of a foreign organization’s use of his or her CDRs, what recourse is available to that individual?).

Telcos are especially concerned about their legal exposure if CDRs were to be used to identify, target and/or discriminate against specific individuals or groups. For example, participants in protests can easily be identified through CDRs. Telcos may be confronted to local legal requirements that may be at odds with international law and could potentially be held liable if their data were used in mass atrocities, something not entirely impossible. In repressive environments, Telcos should consider as their first priority to protect the sources of information (their customers) and place-sensitive data beyond the reach of authorities, even where this may be against their financial and commercial interests. At the same time, Telcos which have access to potentially life-saving information may be morally, if not legally, required to make that information available.
5 OPERATIONAL IMPLICATIONS AND POLICY OPTIONS

5.1 OPERATIONAL IMPLICATIONS

Having used core ethical principles to frame the key challenges emerging in the rapidly growing practice of CDR analytics, this paper also serves as a call to renew commitment to these principles. Putting these principles into practice requires agreeing on a number of operational implications without which they will remain dead slogans.

One is to recognize the plurality of actors, the legitimacy of all and the responsibilities of each, which calls for a collegial and coordinated approach to the problem. Telecom companies contribute—as socio-economic agents—to enhancing the welfare of societies where they operate. They should not mimic the most negative aspects of extractive industries were valuable resources are exported with little or no benefits locally. At the same time, local government, researchers, and organizations are unlikely to have the ability to take advantage of CDRs, including the necessary financial resources and local expertise, without assistance from Telcos. This will require new public-private partnerships that leverage private sector data for public policy. It will also require new collaborations with researchers and investment in research capacities to develop skills and research in cloud and high performance computing, for example through North-South and South-South PhD program development.

Telcos may participate in such partnerships if regulators and legislators ensure that investments by telecom operators are fairly rewarded and incentivized. These same legislators must at the same time ensure that the rights of their citizens be fully upheld and will need the appropriate regulatory frameworks to enable (and at times compel) access to data for public good while remaining mindful of privacy rights. Researchers may also be stakeholders in the public-private sharing of CDRs, but they too must have defined roles and responsibilities. Researchers should engage in and support efforts to find standardized data sharing tools and protocols. At the same time, the multiple and sometimes competing demands on Telcos to provide data must be coordinated.

Data requirements must also be better defined to avoid demands that seek to capture anything and everything in near real-time, especially when and where historical data may be sufficient for the proposed work. Indeed, the notion that CDRs will help spur ‘agile’ development in the near future—which would justify getting real-time data for instance—is largely unsubstantiated. Informations contained in ‘old’ CDRs are interesting for research, and their result does not depend too much on the timing of extraction of the data (let’s say within the last 2 or 3 years). Some applications may well need ‘fresh’ data, even real-time data, but these are technically and ethically more difficult to obtain. As a result, when such data are used, we must be clear about the expected individual and societal benefits that justify these efforts/risks. Additionally, aspects of capacity development and participation of researchers from countries whose data are being used should also become standard practice.

These considerations show that the responsible development of CDR analytics will require the involvement, support and good will of all actors involved. Too often the questions raised in this paper are discussed in isolation by a select group of actors, with the individual perspective being the least represented. The recent set up of the UN group is illustrative of the visibility given to corporate and societal perspectives (government) at the expense the individual perspective. Similarly, calls for open data and data philanthropy are largely framed around corporate and societal benefits, with insufficient attention paid to individual considerations.

In addition, it is important to highlight that CDRs alone offer only limited insight, and that their richness is only unlocked when combined with other data streams. There is therefore a need to create better integration and access across data streams. More traditional forms of data are needed. E.g. tracking poverty or socioeconomic levels using CDRs requires having poverty data or socioeconomic data to start with (and a CDR analysis alone would be very sensitive to sample bias). ‘Historical data’, even aggregated data, are extremely valuable, and in a way even more so than ‘real-time’ raw data, because they do not just allow us, but indeed compel us to focus on building methods and tools under greater constraints, before attempting to do now-casting of current variables in any way.

Another key operational principle is to think and act strategically, with a longer-term horizon than the next paper or quarterly report. Changing the overall timeframe—thinking and planning for the next five to ten years—does change short-term decisions and priorities. Capacity-building and standard- and norm-setting are absolutely essential ingredients and objectives for the expansion of CDR analytics. This refers to the need to build on existing models and norms, as well as ongoing work. An example of such an attempt is the WEF’s ‘personal data initiative’ examining
among other issues how the process of granting permissions for personal data use and exchange (consent) must be updated for a Big Data (CDRs) world.

Ethical concerns are not exclusive to CDRs: similar debates and questions are regularly raised in the context of the ICT and data revolutions, as during the Open Government Partnership Summit sessions on whistleblowing, privacy, and safeguarding civic space—especially in light of the Snowden case—or at the Technology Salon on Participatory Mapping. The fact that similar issues are being discussed by a wide range of actors with a wide range of perspectives suggests a high potential for cross-discipline learning.

A last operational principle is context-sensitivity and appropriateness—which we shall illustrate by discussing the value of and case for using non-anonymized data in crisis contexts. The critical use of non-anonymized data offers a good illustration of the need to find a right balance between various interests, but also identify the appropriate mechanisms and principles for the responsible sharing of data.

During a disaster, access to identifiable data from mobile phone operators may be critical to assist with the reunification of families separated by the disaster, or to assist the identification of body remains. Mobile phone data may also be associated with identifiable data for the purpose of tracking services and benefits used by disaster-affected individuals.

In such contexts, the societal value of identifiable CDR data is very high, with the crisis potentially justifying significantly downplaying individual and commercial concerns for some time. Similar uses of CDR data have already taken place, but without guiding principles, these are potentially creating liabilities and risks for affected communities.

### 5.2 Possible Policy Options

It remains to be seen what governance and technical arrangements should dictate the sharing of data and indicators based on CDRs to increase the availability of datasets and the efficiency of data analysis, tool development, knowledge sharing and so on.

A number of pointers can be discussed describing some of the minimum requirements for such arrangements. This could serve as a starting point for mobile phone companies to work with the research community, governments and other civil society actors toward minimum principles or governance structures.

One critical path to explore is to learn from advances in the protection of human subjects in research to establish a systematic review process to validate when and where such data should be shared. This could, for example, be done under the supervision of neutral, internationally recognized organizations. Specific criteria to judge the benefits and risks should be established under very clear circumstances (e.g. sudden-onset disaster), and reviews should create a learning process to decrease the risks of inappropriate use of the data. Limits may also be established as to the type of analysis that is permitted (e.g. localization of people reported as missing…). For providers, this may require getting prior informed consent from subscribers with the delicate decision of making this mandatory, or as an opt-in or opt-out decision.

In non-acute crisis contexts, solutions should enable mixed usage with various levels of privacy setting / concerns / noise or quality degradation in the data depending on the ultimate usage and perhaps the actors involved. Access to anonymous CDRs might be granted to a research lab for a specific contract, while only access to aggregated indicators (volumes of calls per day per antenna, etc.) could be accessed by a larger community in a more open fashion. Furthermore, some data may need to be eliminated from public records (e.g. antennas at military sites, data from ‘extreme’ users). Specific terms and conditions must be developed to address this “data cleaning” process. The level of information loss due to CDRs detail reduction (e.g. how much do we lose by reducing the granularity from Antenna location, to the level up) must result from a systematic and balanced analysis of objectives, risks and benefits. This may require establishing minimal data requirements based on various research uses, seeking to answer questions like ‘Is real time needed?’, ‘If not, what type of past data?’, and ‘Is there a minimum sample size for a particular analysis?’

A likely compromise on more systematic sharing of CDRs would enable both individuals and mobile phone companies to maintain and possibly enhance control over CDRs to respect individuals’ agency, while Telcos maintain their contractual relation with their customers, the respect of their privacy, and control critical information that may help direct competitors (local market share, zone of customer acquisitions). Any solution should also enable CDRs to systematically carry standardized metadata that include any limits on the use of the metadata. In case of aggregation, use of CDRs should be restricted to the most restrictive use granted by any individual whose data are included in the aggregated data. One key aspect of the enhanced control of individuals and metadata that must necessarily accompany CDRs is the ability to maintain an “expiration date” to protect privacy and other individual rights in the long term, echoing ongoing current discussions on the “erasable future of social media”.

Whichever approach is chosen should further enable greater participation and capacity development of local actors, while
complying with local privacy protection regulations. Local partnerships and data processing accreditation are likely to be necessary. A centralized system (real institutional CDR sharing and clearing house for research) is, on the other hand, unlikely and undesirable. Rather, a more distributed model based on principles and standards is more likely to be implemented by various actors, both to enable a better control and develop specific areas of expertise. Due to the many commonalities between analyses (e.g. the use of background maps), some elements of data/indicators sharing will be effective as well.

In conclusion, the risks, constraints and challenges of enabling wider access to CDRs to support social good should not obscure the fact that the combination of exponential growth rates of mobile phone penetration and data production in low- and middle-income countries and intense interest and efforts from social scientists and policymakers will, in all likelihood, make CDR analytics, or derived indicators, a standard tool for researchers by the end of the decade.

The broad array of societal opportunities presented by Big Data in emerging countries is real, and there are ways to develop the tools, process and policies to cover both the societal needs and the commercial development goals of local companies, often with a combination of the two on the same projects. Despite the inherent value of CDRs for mobile phone companies, these actors recognize that broad principles of open innovation or open data should apply with limits to guarantee that ethical principle are respected, and that the process results from a consensus between the views and interests of all stakeholders, including users.
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